
An Exemplar-Based Method for Automatic Visual Editing and
Retouching of Fine Art Reproduction
Jun Jiang and Jinwei Gu. Munsell Color Science Laboratory, Center for Imaging Science, Rochester Institute of Technology,
Rochester, NY, USA

Abstract
The advance in camera and imaging technologies has made

digital archiving and conservation of artworks possible in muse-
ums. Visual editing and retouching are usually made by experts
in museums to match the reproduction with the original more
closely. While effective, visual editing and retouching is time-
consuming and labor-intensive. We addressed this problem by
learning from the adjustments made by observers, and automat-
ically making visual editing and retouching on incoming paint-
ings. The evaluation results suggest that the image adjusted by
our model is significantly better than the average of the images
adjusted by observers.

Introduction
The digital archiving of fine art paintings in museums en-

ables both easy access and better preservation of artworks. To
achieve this aim, most museums involve visual editing and re-
touching1 to match the reproduction with the original more
closely [2]. The process of visual editing and retouching can be
tedious and subjective. In this paper, we tried solving this problem
by machine learning techniques.
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Figure 1. A general workflow of fine art reproduction in museums. (a) A

painting is captured by a digital camera under a certain lighting geometry.

(b) Visual editing and retouching are made by experts on the reproduction to

match with the original in the CIE D50 light booth. In the paper, we propose

an exemplar-based method (d) to model the process of visual editing and

retouching to yield results that are similar in image quality with those adjusted

by observers.

The main components in current workflows of fine art repro-
duction are in Fig. 1. The painting is captured by a camera under
a certain lighting geometry. Despite using high-end cameras and

1Visual editing refers to the global adjustments, and retouching refers
to local and sharpness adjustments of a captured image to match with the
original painting [1].

Figure 2. Painting acquisition. Canon 60D is mounted perpendicular to

the painting on the stage. Two diffuse studio lightings are put on both sides

at 45◦ from the stage. ColorChecker is used to correct image white balance

after capturing.

studio lightings, the reproductions off the camera usually do not
match with the original because (1) the camera spectral sensitiv-
ity does not approximate human color matching functions very
well (Luther condition [3, 4]), (2) the improper lighting geometry
could flatten the texture or cause unwanted shadows, and (3) some
of the colors in the painting may be beyond the device gamut.

To address the mismatch in color, experts tend to make visual
editing and retouching on the reproduction off the camera. While
color accuracy is improved after visual editing, Berns and Frey [2]
found visual editing and retouching time-consuming.

It is therefore of great interest to automate visual editing, at
the same time providing satisfying results on par with the adjusted
images by experts, as labeled as Exemplar-Based Model in Fig. 1.
With this goal, our contributions in this paper are as follows:

• We proposed an end-to-end pipeline to digital archive art-
works without manual visual editing.

• We derived a distance metric similar to [5] to relate visual
editing and retouching by observers with the image differ-
ence between paintings.

• Given a new painting, we find the painting in the database
that matches with the new painting most closely, and ap-
ply global and local adjustments based on the best-matched
painting.

• We evaluated our model by comparing with images adjusted
by observers in a paired-comparison study.



The distance metric to find the best match between the new
image and an existing image in the database is similar to [5].
However, our paper is different in three aspects:

• We propose to improve the reproduction accuracy from the
original. Most previous work focus on enhancing the image
quality by making pleasing pictures. The data collected in
our project is more relevant for museum applications, where
accuracy is of top priority.

• Not only global adjustments, but local tunings are also learnt
in our model. Recently Hwang et al. [6] enhanced images
with local adjustments based on texture. Instead, our ap-
proach is color oriented.

• In [5], the adjustment parameters of training images are ob-
tained by an auto-enhancement module. However, our train-
ing data are from real observers.

Related Work
Visual Editing and Retouching Visual editing and retouching
refers to the global and local adjustments by experts on repro-
ductions off the camera to match with the original. It is one of
the most difficult part to automate and standardize in the work-
flow of fine art reproduction. Jiang et al. [7] proposed to find a
closer starting point for visual editing by using more perceptually
advanced chromatic adaptation transform (CAT). Berns et al. [8],
Miyake et al. [9], and Hardeberg et al. [10] used imaging systems
composed of color filters or liquid crystal tunable filters (LCTFs)
to reproduce the painting spectra. By estimating the spectra of
the painting, the reproduction and the original are more likely to
match in color under different lighting [11]. Nevertheless, the
introduction of spectral imaging in museums may require an in-
vestment on both equipment and technology, and a big change in
the workflow.

On the other hand, our exemplar-based method works with
current camera and lighting setups, and the results by the model
is found significantly better than the average of the images after
visual editing by observers.

Exemplar-Based Model Image adjustments are usually made
to improve the image quality by changing image tint, sharpness
and so on. An exemplar-based method has been found effective
in enhancing the images. It includes, in a more general sense,
colorization of a gray image [12, 13, 14], tone and texture trans-
ferring [15]. Dale et al. [16] restored the image using an online
photo database. Kang et al. [5] proposed to enhance the image
by incorporating user preference through learning image adjust-
ments on photo collections. Hwang et al. [6] made local image
enhancement by first looking for images in a training database
that are closest to the new image. Joze and Drew [17] addressed
the problem of color constancy by searching for matched images
in a database whose illuminant is known.

In our paper, we focus on improving image accuracy rather
than making pleasing images by an exemplar-based approach.

Gathering Training Data of Visual Editing and
Retouching

In the paper, we propose to automate the process of visual
editing and retouching by a model learnt from the adjustments on
the paintings by observers. The training data were collected by

(a) Setup for visual editing and retouching

(b) Setup for paired-comparison

Figure 4. The setup for the psychophysics experiment. (a) The setup for

visual editing and retouching. Observers were asked to adjust the image on

the display to match with the original in the light booth. (b) The setup for the

paired-comparison experiment. Observers were asked to choose the image

on the display that matches with the original in the light booth more closely.

having observers make visual editing and retouching on our cap-
tured paintings. In the remainder of this paper, Section shows
how we photographed the paintings, Section shows the visual
editing and retouching by observers on our user interface, Sec-
tion shows the details of the automatic adjustment algorithms
learned from the training data, and Section is the evaluation of
our model, which shows our method is better than the average of
images after visual editing by observers.

Painting Acquisition
The artworks are oil paintings (8x10 inches), Fig. 3, and they

were digitized by Canon 60D. SoftCube studio lightings are used
with little heat generated to avoid harming the paintings, Fig. 2.
Lights are put on both sides at 45◦ from the horizontal stage to
provide diffuse light on the painting without causing shadows.

Psychophysics Experiments
Twenty-five observers participated in our experiment, most

of whom are college students. Each observer is asked to adjust
five of all fifteen paintings, and it takes about an hour for one
observer to finish the experiment. Observers were asked to adjust
the softcopy on the display to match with the original in the CIE
D50 light booth, Fig. 4 (a).

A 27-inch Apple Cinema Display was used for showing re-
productions. It was characterized using an LMT 1210 colorimeter
to ensure color accuracy [18]. Display white point and luminance
were adjusted to match with those of the light booth by using a
Halon perfect reflecting diffuser (PRD). Additionally, the lumi-
nance and chromaticity of the background of the light booth were
measured using a PhotoReserach-650 spectroradiometer. The
background of the software interface was adjusted to match these
settings.

The pipeline and user interface for the experiment are similar
to [7] in Fig. 5. Upon capturing of the painting, white balance
was adjusted in Photoshop with the aid of the ColorChecker in
the scene. The linear Bradford chromatic adaptation transform
(CAT) is used to convert the captured images from AdobeRGB



Figure 3. Paintings that are used in the experiment. The last five are used in the evaluation of the model in Fig. 9 and Table. 1.

color space (default white point: CIE D65) to the display white
point (CIE D50) before images are shown on the display.

Visual editing and retouching are highlighted in the dashed-
line rectangle in Fig. 5 (a). Image hue is adjusted by selecting one
of the surrounding images at different hue angles around the cur-
rent pick in the center in Fig. 5 (b). Image lightness and chroma
are adjusted by a power function by Eq. 1 and in Fig. 6 (a).

Iout = Iin
γ , (1)

where Iin and Iout are the images normalized between 0 and 1
before and after the adjustment, and γ is the parameter to change
the property of the image. Image hue is adjusted similarly by
Eq. 1 on a∗ and b∗ in CIELAB [19]. Contrast is adjusted on the
lightness alone by Eq. 2 and in Fig. 6 (b) .

Iout =

{
(Iin·2)α

2 , if Iin < 0.5,

1− ((1−Iin)·2)α

2 , if Iin >= 0.5,
(2)

where α is to adjust image contrast.
Local adjustments are made in Fig. 5 (d) based on Eq. 1

and 2. Instead of making changes to the whole image, local ad-
justments are applied to certain colors in the image. Sharpness
adjustment is achieved by unsharp mask [20] in Fig. 5 (e). The
parameter for each user adjustment is saved to train the model.

Automatic Visual Editing and Retouching
A distance metric similar to [5] is learnt to relate image dif-

ference with the difference in the space of image adjustments.
With a new image, its image difference from all the images in
the database is calculated, based on which the best-matched im-
age in the database is found. Global adjustments (Section ) of the
best-matched image is applied to the incoming painting.

Local adjustments (Section: ) are performed if the dominant
colors (and their neighboring colors) in the new painting match
with those in the best-matched painting.

Global Adjustments
In order to make proper global adjustments to a new painting,

a distance metric is defined in order to find an existing painting
in the database that is closest to the new painting. The distance
metric is learnt by mapping the image difference between all pairs
of paintings in the database, and the difference in the adjustment
parameters by observers, as shown in Eq. 3,

d1(I1, I2), d2(I1, I2), ... dm(I1, I2)
d1(I1, I3), d2(I1, I3), ... dm(I1, I3)

...
d1(In−1, In), d2(In−1, In), ... dm(In−1, In)

 ·T

=


∑

K
1 (C1,k−C2,k)

2

∑
K
1 (C1,k−C3,k)

2

...

∑
K
1 (Cn−1,k−Cn,k)

2


, (3)
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Figure 5. The pipeline to make visual editing and retouching of the captured

images. The components in the dashed-line rectangle in (a) correspond to

the adjustments by observers. User interfaces: (b) hue, (c) global, (d) local,

and (e) sharpness.
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Figure 6. (a) The power function to adjust the image lightness, chroma and

hue, and (b) the sigmoid function to adjust contrast.



where n is the number of paintings, and m is the number of image
distance metrics. dm(In−1, In) is the mth image difference metric
between the (n−1)th and nth image. The image difference met-
rics are generally L-2 and L-1 norm of the difference between two
images in certain space (CIELAB [19], e.g.). Some of the image
difference used in our calculations are RMS (root mean square),
1/SSIM [21], and ∆E00 [22]. Cn,k is the kth adjustment param-
eter for the nth painting. In our experiment, observers are able
to adjust the overall image hue, contrast, lightness, chroma, and
sharpness, thus K being 6 as shown in Eq. 4,

C = (γa∗ ,γb∗ ,γL∗ ,γC∗ab
,α,s), (4)

where γa∗ and γb∗ are used to adjust the image hue by Eq. 1, γL∗

and γC∗ab
are to change image lightness and chroma by Eq. 1, α is

for contrast adjustment by Eq. 2, and s is for sharpness adjustment
using unsharp mask [20].

The matrix form of Eq. 3 can be written as ∆D ·T = ∆C,
where ∆D is a (n− 1)-by-m image difference matrix, ∆C is a
(n−1)-by-1 vector representing the difference in the space of ad-
justment parameters, and T is a m-by-1 vector. Given the adjust-
ments by observers on the paintings, and the image difference, T
can be calculated by Eq. 5,

T = ∆D+ ·∆C. (5)

When a new painting arrives, its difference with all the paint-
ings in the database is calculated, and its distance from other
paintings in the space of adjustment parameters can be obtained
by Eq. 6,

∆Cnew = ∆Dnew ·T. (6)

where ∆Dnew is a n-by-m matrix of image difference between the
new image and all the images in the database, and ∆Cnew (n-by-
1) is the distance in the space of adjustment parameters between
the new painting and those in the database. The painting with the
smallest value in ∆Cnew in Eq. 6 is matched to the new painting.
Global adjustment is made by Eq. 7,

IafterGlobal = fglobal(I,Ci), ∆Ci = min(∆Cnew), (7)

where I and IafterGlobal is the image before and after the adjust-
ment, fglobal . Ci is the global adjustment parameters of the ith
image, whose ∆Ci is the smallest in ∆Cnew.

Local Adjustments
When the overall color of the painting is adjusted, local ad-

justments are made to certain colors to match with the original
more closely. The adjustment parameters for the local adjust-
ments include hue, lightness, chroma, and threshold by Eq. 8,

C = (LCH,h,γL∗ ,γC∗ab
, t), (8)

where LCH is the selected color for adjustment in the CIE
LCH [19], h is the target hue, γL∗ and γC∗ab

are for lightness and
chroma adjustment by Eq. 1, t is the threshold to determine the
range of color from the selected color, LCH, as a centroid, to be
adjusted.

Local adjustments are shown in Fig. 7. Dominant colors are
extracted from the new painting by K-means clustering [23] in
CIELAB [19]. To avoid dominant colors that are very close in
color are selected, threshold is set to group colors that are within
a certain color tolerance.

After identifying the dominant colors, their neighboring col-
ors are examined, Fig. 7. The selected colors in the best-matched
painting and their neighboring colors are compared with those
in the new painting. Local adjustments are made if a dominant
color matches with a selected color, and so do their correspond-
ing neighboring colors.

The global, local and sharpness adjustment of Firelight is in
Fig. 8. Multidimensional scaling (MDS) is used to understand the
contribution of each step based on color difference. The blue dots
are the reproductions adjusted by observers. It is expected that
our model (red dots) should move closer to the images adjusted by
observers, thus being able to replace visual editing by observers.

Most changes in Firelight are from global adjustments, Fig. 8
(e). This may result from local adjustment affecting only cer-
tain colors in the image, making it hardly perceivable when mean
color difference across the image is used as distance for MDS.
Similarly, the perception of sharpness may not be well correlated
with color difference.

Evaluation of Automatic Visual Editing and
Retouching

To evaluate our model, the images adjusted by our model
were compared with those adjusted by observers in a paired-
comparison experiment.

Given the available paintings (fifteen in total), one painting
was used for validation while the rest for training T in Eq. 5. The
process is repeated for the last five paintings in Fig. 3. During
evaluation, we ask observers to pick the image that matches the
original more closely, Fig. 4 (b).

To get the rank of the painting, the probability of one paint-
ing that is selected over another is calculated by Eq. 9.

p(i, j) =
n(i, j)

n
, (9)

where n(i, j) is the number of times that the ith image is chosen to
be closer to the original than the jth image, and n is the total num-
ber of comparisons. The probability is then converted to zscore
by Eq. 10.

x = F−1(p|µ,σ),µ = 0 and σ = 1. (10)

where p = F(x|0,1) = 1√
2π

∫ x
−∞

e
−t2

2 dt.
Ten observers evaluated the painting Fall, and fourteen ob-

servers evalauted the other four paintings. Overall our model
is ranked higher than the average of the images adjusted by ob-
servers, Fig. 9.

Hypothesis test is used to tell whether the image adjusted
by the model is significantly better than the average of images
adjusted by observers (of the same painting). The null and alter-
native hypothesis thus become H0 : π = 1/2, and Hα : π > 1/2.
With enough observers (repetitions) and adjusted images by ob-
servers (treatments), the normal approximation can be used to test
the significance by Eq. 11 [25],

X = Z ·
√

n(t−1)pq)+n(t−1)p+
1
2
, (11)
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Figure 7. The workflow for local adjustments. The new painting, Daisy is matched to Boats (Best match). Local adjustments are made by comparing the

dominant color and their neighboring colors of Daisy with those of Boats. In the Selected colors by observers, below and above the diagonal within each patch

is the color before and after local adjustments.

Statistical test of model performance. If the actual number
is greater than X , the adjusted image by the model is signif-
icantly better than the average of the images adjusted by ob-
servers. The paintings for evaluation are the last five in Fig. 3.

X in Eq. 12 actual number
significant
(α = 0.05)

Plaza 42 48 Y
Ducks 50 51 Y
Fall 37 40 Y
Daisy 58 69 Y
Bridge 66 74 Y

where X is the number of times that the image by our model is
selected in order to reject the null hypothesis. Z is 1.6452, n is
the number of observers, t is the number of stimuli (images) for
paired-comparison, p = 1/2, and q = 1− p. Eq 11 becomes

X = 1.645 ·
√

n(t−1)
4

+
n(t−1)

2
+

1
2
. (12)

If the actual number of times that the image by our model is
selected by observers is greater than X in Eq. 12, H0 is rejected,
suggesting our model is significantly better than the average. The
result is summarized in Table. 1. The actual number of times that
our model being selected is greater than X for all five paintings.
Therefore the null hypothesis is rejected, indicating the images
adjusted by our model is at least better than those adjusted by
observers on average.

Discussions
In this work, we model visual editing and retouching by an

exemplar-based approach. A complete pipeline including captur-
ing of the artwork, training of the model, adjustments of paintings,

2Z is calculated based on type I error, α = 0.05. 5% chance to reject
the null hypothesis even when it is true.

and evaluation of the model is presented. The statistical analy-
sis suggests that our model provides results that are at least better
than the average of the visual editing and retouching by observers.

The performance of the model relies on the number and va-
riety of paintings in the database that have been adjusted by ob-
servers. By adding more training images to the database, the per-
formance of the model is likely to be improved. Compared with
the tedious process of visual editing and retouching each single
painting, our model provides an accurate and efficient solution.

One of the limitations of our model is that the auto-
adjustments can only be made to images that are acquired un-
der the same settings as training images. Once lighting or cam-
era setting is changed, the model has to be re-trained. While the
workflows for fine art reproduction are widely varying across mu-
seums, the camera and lighting configurations within a museum
are usually fixed. Our model may still be useful in the digital
archiving of artworks in museums where the capturing setup is
relatively stable.

Conclusions
In the project, we use exemplar-based techniques to model

visual editing and retouching by observers, based on which new
paintings can be auto-adjusted. Statistical analysis suggests that
the adjusted image by our model is more faithful to the original
than the average of those adjusted by observers.
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